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Brawny vs. Wimpy Cores

FAWN: A Fast Array
Df Wimpy Nodes

arwi ndersan, Jasan Frankdin, Michas] Kaminsky, Armar Phami shayee, Lawre

Abswact

This paper presenis a st oy of winepy modes —FAWH—

an approadh for achicving low power data-intensive data

cenmter omiputing. FAWN couples bw-poser proossars

o smeall st umis o f local Hash sorage, balinging conspa-

tation and 10 cupabilities. FAWN optindses for per node .

enagy effciency to emable effidet, massivwly parallel he: poveeT TeguiTed r|-r

ataess o data. hat still the s
The key coniributins of this paper are the principles of

the FAWN approach and the deign and impl ensentation of

FAWN-KV—a conslstent, replicaied, highly avadlable, and

high-performeance key-value siorape sysiem builon o FAVN

Prointype. Dur design ceniers ammad purely bog- stoacmned

datasares that provide the basis for high perfomuance on

flash siorage, as wel ax for replication and conssency

ohimined using chain replication on a consstant hashing

ring. D evaluaton densons trates that FAWN chstes can

handle roughly 350 keywlue gueries per foule of enagy—

v and s o f g mde neore than a disk-based system. L rdaya FAWH n

Slower but energy efficient “wimpy” cores only win for general workloads if andh
their single-core speed is reasonably close to that of mid-range “brawny” LNTRODUCTION | =
cores. le dat-inensive ap

t Google, we've been long-term proponents of multicore architectures and thre
computing. In warehouse-scale ems! throughput is more important than single-threaded peak
performance, because no single processor can handle the full workload. In addition, maximizing single-
threaded performance ts power through larger die areas (for example, for larger reorder buﬂer
branch predictors) and higher clock frequencies. Multicore 'uchlleutmes ar

tems because they provide 'unplt parallelism in the request stream

over petabyte data sets.
\Nc L.]ﬂ.f\f\]t'\' multi ms as brawny vstems, whose single-core performance is fairly high, or

ore performance is low. The latter are more power efficient. Typically, . tional disk . - | s we andy a fully in-ander iraversal
[ [ A& T
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Hosting
Virtualize across cores == Dedicated / Lightweight
T il T i S

Scalé (eg perf, memory) Low performance, High 1/0

Analytics
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Brawny vs. Wimpy Cores

Software and workloads used in performance tests may have been optimized for performance only on Intel microprocessors. Performance tests, such as SYSmark
and MobileMark, are measured using specific computer systems, components, software, operations and functions. Any change to any of those factors may cause
the results to vary. You should consult other information and performance tests to assist you in fully evaluating your contemplated purchases, including the
performance of that product when combined with other products.

1 SPECint & SPECweb are registered trademarks of the Standard Performance Evaluation Corporation. For more information see * Measured on Intel® Atom D525 processor



